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June 12, 2012

MEMORANDUM
TO: Power Committee
FROM: Massoud Jourabchi

SUBJECT: DataCenter Loadsin the Northwest - An update

Staff will present an update to the analysis of electric load from the data centers in the region.
This presentation is an update to the work that was done in 2008 and 2009. That analysis
showed there is about 600 MWa of connected load in all forms of data centersin the region.
About half of thisload was estimated to be in large custom data centers such as Facebook or
Google data centers.

This presentation updates the trends in the demand for data center services, the trendsin
technological advances, and touches on the new loads from data centers coming into the region.
The range of net load forecasts for the custom data centers, projected as part of the Sixth Power
Plan, isfound to be still valid and not changed in this update. However, if the projected
efficiency improvements in the data center operations are not realized, or if their expansion in the
region accelerates, the load for this market segment can increase significantly. Staff isworking
with PNUCC to encourage utilitiesto track the aggregated loads of large data centers
specifically. Thiswould help Council’ swork in tracking this potentially large customer class.

The presentation will also provide an update on data center energy efficiency and demand
response activities. With effective power price signas, networks of custom data centers present
an opportunity for demand response, because they can shift the timing of data processing
requirements, a technique they call following the moon.

g:\council mtgs\2012\06 june 2012\update to data center loads cm.docx
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Energy Implications of Data Centers
—An Update
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In today’s Presentation

~“What is a data center and what are the
types?

"~ Typical Electricity consumption of data
center

"~ Current consumer and technology trends

"~ Conservation and DR potential

"~ Load Forecast

"~ Call for regional help
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What is a Data Center?

"~ A Data Center or server farm is a generic label
for facilities that house:

i Hardware
U Servers (computers)
u Storage Devices
U Power backup Devices (PDC, and UPS)
U Communication devices (Routers, Switches, etc)
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Data Center Types

Space Type Example Typical Size  |Approximated Energy |Average#of (% of Data |% of
Consumption Servers Per |Centers in |Serversin
Location ~ |theUS  |theUS

Enterprise-class data [Google, Facebook,  |5,000+ft2  [10-250 MW 515(  0.30% 28%

center

Mid-tier data center | Mid-size Facility, <5,000f2  |0.5-10 MW 192 0.40% 15%
EasyStreet, ViaWest

Localized data center |Hospital <1000ft2  |10-500 kW 32[  2.50% 16%

Server rooms Mid-size company  |<500 ft2 5-10 kW 3| 45.10% 24%

Server closet Smallbusinesses,  {<200ft2 <10kW 2| 51.80% 17%
Council office

*Data centers are not labor intensive

*They require large upfront capital

*Have to secure access to large amount of power, to be ready for quick expansion
*Often times, the connected load is much larger than actual load

Extract from Data Center Market Assessment, Conducted by PECI, for Energy Trust of Oregon -2011




Power Distribution

MV Transformer Computing 5 2%
and Switchgear Equipment
Lighting %
Computing 588 kw 1% = . Processor
Lighting 10 kw
UPS & Distribution Losses T2 kW

Cooling Power Draw for “429 kW Server Power

Computing & UPS Losses Cooling Supply
i ! 38% 14%
Building Switchgear | 28 kw
MV Transformer |
Other Losses
Other Services
15%

| Storage

5% e dcati
* Cooling load assumes chiled water based cooling system L m;\qtyp:x::?n
© 2007 Emerson Network Pawer 4%

Extract from Data Center Market Assessment, Conducted by PECI, for Energy Trust of Oregon -2011

Trend in power consumption suggest great gains in unit efficiency
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Newer computer processing is becoming more efficient.

By 2030, they are expected to be 10,000 times more efficient than today’s
processors.

Implication is for smaller, cooler processors, less power requirement, and
more batteries which allow for separating application from power source, thus
allowing for more off-peak charging of devices...
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Although computing efficiency is increasing significantly,
consumer trends for services is growing even faster
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+ EVERY HOUR, enough information is consumed
| byinternet traffic to fi ""Tmlllion DVDs.

Equivalent to | e ey dscalegs
times.

i : Mount Everest
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Potential growth in net traffic
A forecast (~30-40% annual growth)

Exabyte = 1,000,000,000,000,000,000 bytes
By 2015 forecast is for nearly a Zettabyte (10M"21) per year.
By 2030 we could be well over a Yottabyte (10™N24)/year

5/31/2012



The Northwest has a large share of data center
Currently over 60 enterprise and mid-tier facilities operate in the region
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The Northwest in general, and Oregon in particular, is a prime site for data centers because
of; cost and availability of electricity, good reliable transmission system, generous tax policies,
educated workforce, good economic development incentive, and wonderful weather.

map from DataCenterMap.com April 2012 Council

There is Room in the Data Centers to Save Energy

« Large/Enterprise Facility can save

Ly 10-20 million kWh per project

14
12 » Midsized, Dedicated Facilities can
save 1-2 million kWh/project
: 10
£ 2 8 * These savings are typically in the
2 6 mechanical system
4  There is even further efficiency
2 gains by using virtualization to run
the servers at higher capacity
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Real Opportunities for DR
“Following the Moon”

Increasingly data centers need greater level reliability
and security for their services. Replication of systems can occur
across servers in a same location or across the world.

Following the moon allows for reduced cooling energy requirement. A m
Future Load Forecast depends
on the trajectory of efficiency
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Regional Load* Forecast
for Enterprise and Mid-tier Data Centers
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Our forecast for 2012 is
between 340-370 MWa

Depending on level of IT

1: : technological advancement,
) DSM and DR implementation
- — By 2020 load can be between
PEETECTEA TP IETEE I 350-550 MWa

== Liw Th TR -'-I\'li'l Tdi

*Actual additions to load are lumpy.
*Typically announced load is larger than actual load to allow for rapid expansion
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But What |f technological advancements, DSM do not occur?

Data centers loads can be a significant share of regional load.
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In Summary

Data centers can provide

* |oad growth

» Good opportunity for DSM and DR

Data Centers can become DSI of the future
We Need for better understand of this
customer

We Need Council’s support for encouraging
— Establishment of baseline characteristics

— Utilities to provide load forecast information

End of Presentation

 Additional slides - not part of the packet.
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Past , Present and Future
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BPA forecast of data Center load in their service area
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DATA CENTER ENERGY EFFICIENCY OPPCRTUNITIES
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Some large Northwest data centers
* Quincy: Microsoft,

Tacomas'; {i;. - Intuit, Yahoo, Sabey  Hillsboro:
[ Adobe Systems
MILES Digptal Realty
Trust/NetApp

» *Umatilla: Amazon Fortune Data

Hillsbora: . Boardman: Amazon  CENers
Infel o Partland The Dalles: Quincy:
Google Vantage Data
g4 Centers
Dell
Prineville: Facebook
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Typical daily Load Profile of a Closet Server
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Nationwide

Employmentin data processing,
hosting and related services
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Potential Growth in demand
Another similar forecast

Fixed Network Traffic - United States

Miodile Metwark Traffic - United States
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At least 15 other supporting systems are |
activated behind the scene.
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Electricity Flows in Data Centers

HVAC system

local distribution lines

lights, office space, etc.

to the building, 480V

Uninterrupted Power computer racks

Power Supply Distribution ACtoDC
ACtoDC Unit DCtoAC
Sl backup diesd
generators

Jonathan Koomey, Ph.D.
Lawrence Berkeley National Laboratory “°

— T

computer
equipment

Mgihwes

WL wid
_Croaservation
Council

14



, ﬁsz::Er:::g;"elllm Tirit e
These trends still have a = #
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Data centers have wide geographic
footpring
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Forecast of Data Center Loads
Enterprise and Mid-tier
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