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MEMORANDUM

TO: Power Committee

FROM: Massoud Jourabchi, Charlie Grist and Ben Kujala

SUBJECT: Potential data center Loads in the Northwest
Energy Efficiency Opportunities at Data Centers in the Northwest
Demand Response and Distributed Generation at Data Centers

As part of Council’s ongoing monitoring activities in the region, this staff presentation will cover
potential loads, efficiency opportunities and demand response and distributed generation at data
centers.

Staff will present an update to the analysis of electric load from the data centers in the region.
This presentation updates the trends in the demand for data center services, the trends in
technological advances, and touches on the new loads from data centers coming into the region.
During 2012 and over the first six months of 2013, the region witnessed an increase in large data
center loads. Our earlier analysis put the load for large data centers in 2012-2013 at about 300-
400 MW. This year’s update increases that estimate to about 550 MW. This puts the region on an
high load growth trajectory for data centers. It should be noted this 550 MW figure includes
estimates of loads for large custom data centers such as Facebook and Google, data centers and
mid-tier data centers such as; Viawest, Fortune Data Centers and Digital Realty Trust, and
RackSpace which provides collocation services, but excludes smaller localized data centers
loads.

The presentation will also touch on trends in data center energy efficiency and demand response
activities as well as distributed generation at data centers. Data centers are being studied as
sources for grid support services, as well as the capability to shift load into light load hours and
to shift load to alternate locations. They are also an early application of microgrid technology
and are on the leading edge of enhancing grid reliability for small branches of the larger grid.

851 S.W. Sixth Avenue, Suite 1100 Steve Crow 503-222-5161
Portland, Oregon 97204-1348 Executive Director 800-452-5161
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In today’s Presentation

[ —
[=] Review of what is a data center & their

sizes and functions

[=IWhy Northwest is a favorite destination
for large Data Centers.

[=] Current consumer and technology trends
[=] Load Forecast

[«] Conservation and DR potential

[=] Repeat of call for regional help
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New Names in the NW Energy Landscape

% ViaWest, Rackspace, Intuit, Vantage, Vmware,...... g

What is a Data Center?

R Ba!a Een!er or server |arm IS a generic I&BE'

for facilities that house:

o |T Hardware
o Servers (computers)
o Data storage devices
o Power supply, conditioning & backup systems
o Communication devices (routers & switches)
s HVAC equipment that serves the hardware

o Lighting that serves the resident staff
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There are a Variety of Data Center

Business TXEeS & Functions

= Data Storage & Internet Hosting Facilities: Server farms
which perform a variety of functions

= |nternet Service Providers (ISPs): Facilities dedicated
specifically to provide access to the internet typically for resale

= Telecommunication Switching: Facilities dedicated to
telecommunication functions like phone mobile phone

= Corporate Data Centers: Computer equipment wholly owned
and operated by a corporation for private use

= Managed Data Centers: Computer equipment owned by the
data center owner but leased to tenants

= Co-Located Server Hosting Facilities: Physical space,
bandwidth, power and connections are available for rental to
retail customers. Servers and storage may be owned & operated
by tenants.
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There are a variety of Data Center Sizes
and Business Models

Some of Barriers to
Approximate |% of Data% of tvpicalutiLy
Energy Centers |[Servers in|Typical Energy Efficiency Opportunity for Energy
Example Consumption [in the US|the US Location Programs Efficiency
comprehensive
secrecy, rapid market customized offerings/
Enterprise- Google, change, split incentives, |requires long-term
class/hyper Facebook, non-metro identifying key player, |[relationship, market
Data Centers |Amazon 10-100+ MW 0.3% 28%|area baseline movers
less secrecy, capital
constrained, split comprehensive and
Mid-Tier Data |Colocators, incentives, baseline and |customized/ requires
Center EasyStreet |10 MW or less 0.4% 15%|Metro area  |incentive long-term relationship
Customized/Prescriptive,
Hopsital, Training and informatiof
financial on energy efficiency
Localized Data |institutions, Harder to locate, split options, long-term
Center Government |10-500 KW 2.5% 16%|Metro area incentives relationship
hard to locate, Small IT
Small to Mid- resources doing many
Server size business tasks, IT not core Perscriptive program
closets/Rooms|Company 5-10 KW 96%| ~40% |dependent business offering
P iy i
Crrarnvrion 6
Souned.
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local distribution lines

to the building, 480 V

lights, office space, etc.

E computer
" Uninterrupted Power computer racks equipment
Power Supply Distribution AC to DC
AC toDC Unit DC to AC
backup diesel
generators
b Jonathan Koomey, Ph.D. g Northwest
. and
@:q_';;:;‘.,. Lawrence Berkeley National Laboratory ﬂﬁcﬁsﬁwnim

Power Distribution in Data Centers

T

Flwes sund

MV Transformer Computing o)
and Switchgear Equipment 52/6
Lighting i
Computing 588 kW 1% : Processor
Lighting 10 kW
UPS & Distribution Losses T2kw
Cooling Power Draw for *429 kw Server Power
Computing & UPS Losses Cooling Supply
- i 38% 1
Building Switchgear | 28kW
MV Transformer |
Other Losses
Other Services
15%

ups 4%
5% G Cat
* Cooling load assumas chilled waler based cooling system m:qr::.;m:mon
© 2007 Ememon Network Power 4%

Extract from Data Center Market Assessment, Conducted by PECI, for Energy Trust of Oregon -

Storage
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Why Northwest is a favorite Destination for
Data Centers?

Data Center Map Cloud Server Map
Victoria North Cascades | Glacier National
> 77.\\_\? National Park Park Conservancy
) verett I Kalispell
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24 ‘ Spnkan;‘wv Great Falls
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@ B Washington
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Hillsbora 48 Portland —
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Because of low power and land cost, availability of high speed communication, reliability of
power, good reliable transmission system, generous tax policies, educated workforce, good
economic development incentive (enterprise zones) and wonderful weather.

Climate Refugees?

Northwet
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map from DataCenterMap.com July 2013

Larger Enterprise/Custom Data Centers

are typically located in Smaller Towns

Some large Northwest data centers

Wenatchee: ®
VMWare

L .
Olympla &5 Quincy: Microsoft, o @ 100
Intuit, Yahoo, Sabey,  — —

Vantage Data Centers, MILES'

6 Dell

- Umatilla: Amazon

' g~ — Boardman: 4mazon,
Hillsboro:e ' The Dalles: Rackspace (pendng)
riland
Intel ! Google o
Adobe Systems (84

Viawest!, @
FortuneData Centers
Digital Realty Trust/MNetApp

o Prineville: Facebook, Apple

DAN AGUAYOITHE OREGONIAN
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*Access to
cheaper land

Access to
Communication
networks

*Access to Power

*Access to
economic
development
incentives

*Allowing for
rapid expansion of

loads i
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Large Data Centers have relatively flat loads
Good for electric utilities but can be risky
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mEnergy MWH —Demand (peak) MW

e Between 2008 and 2011 Data Center loads grew:
e from 15 to 51 average megawatts of energy
e from 25 to 61 MW of peak capacity demand
¢ For small utility service territories a few large data centers can be a
ke Significant load and challenging to plan for and serve.

ey 3wl

.@E‘;’f""“ *Typically it would take a few years before connected load is fully utilized

Data Center Loads in the NW
2011-2012

Large Data Center loads in the region represent about
5% -10% of non-DSI industrial sales

o 350 to 500 average megawatts

s As much electricity as lumber & wood products

= About half as big as Oregon’s pulp and paper sector

Smaller Data Centers loads within commercial buildings
represent roughly 5%-6.5% of commercial sector sales
= About 300 to 400 average megawatts

How will the future load from Data Centers unfold?

TNoethrerst
= Flnwes wad
A e 12
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Data Center Services?

= Social and Technological Trends
— Social Networking

-Demand Video
known New Applications & Services

— Private and public clouds
— Ultra-low power monitoring

What Drives Future Demand For

13

Potential growth in net traffic
A forecast (~30-40% annual growth)

2015
80 The annual run rate of total IP traffic reaches the zettabyte threshold.
Interet traffic from wireless devices exceeds Intemet traffic from wired devices.
80 The number of networked devices is double the size of the entire global populati »
2014
70 1/5 of consumer Internet video
now originates from non-PC devices
£ 60
g
3 50
= 2012
8 Internet video reaches 50% consumer Internet traffic.
§ 40 The number of households generating 1 TB per month hits the 1 million mark.
&
30 2010 2011
Intemet video surpasses P2P as the largest The screen surface area of all consumer
20 consumer Intemet video traffic category. devices reaches 1 sq. foot per capita.
The number of networked devices equals
10 2003 the size of the entire global population.
Consumer internet surpasses business intemet.
0
2000 2005 2010 2015
= A
oot Exabyte = 10715 bytes

7/30/2013



Supply Technology Trends

= Processing Technology Trends
= Storage Technology Trends

1 Finary 3l
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Processing
Efficiency
Trends

=Computations per
kWh have doubled
about every year
and a half since the
1940s

=100 fold
improvement every
decade

*Enabled the
existence of laptops
and smart phones

Mokt
Finser wal

)
R e
Souned.

10 quadrillion
1 guadrillion
100 trillion
10 trillion

1 trillion

100 billion
10 billion

1 billion

100 million
10 million

1 million
100,000
10,000
1,000

100

10

1

1940

Computations (per kWh)

2008 + 2009 laptops

> .
Gateway P3, 733 MHz oo, e

pi

Compaq Deskpra 486/25 and
386/208 486/33 Desktops

Cray 1 supercomputer IBM PC-XT
*® Apple lle

DEC PDP-11/20 ® Altair
8800

" Commodore 64

s/

g
i

b . "
-Avac Il (transistors)

1950 1980 1970 1980 1990 2000 2010
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What if you applied this efficiency
Increase to the auto industry ?

Speed Increase

m Energy,Efficiency;,
012 2130,000 MPG

07 $2,500.00
2012 = $0.05 (Cost

Lorie Wigle
ﬁ,_a Eco-Technology General Manager, Intel
"Consenvarin 17

Corporation

History and Trends in Data Storage

THESTREBGE ] RABENDILN  TEDSURBOUTON  THESIOSIE
s e A METOCOIE .
e Fiopgles g o e s sk dres tat (ot
cnd e CORON s g msn

DNA Storage

Tt
ﬁg\:m Photo from: The National center for Supercomputing Applications (NCSA), located at the University of lllinois at Urbana- g
APARTVIERT

Champaign
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Demand For Data Storage

= Facebook

— 240 billion pictures in storage

— 350 million pictures added per day

— 1 billion pictures during Christmas or New Year’s Eve.

— 82% of traffic is to access 8% of photos ( hot storage)

— 200 billion of photos not accessed frequently ( cold Storage)

— Multiple cold storage halls being built at Prineville facility, with each
hall holding 1 Exabyte of data.

= Demand for storage doubling every 6-18 month

Northwet
s Pineey aml
@_&m\mﬁn 19

Example of Increase in Storage

CaEaCitx in an small office

IT Storage Capacity at Council's Main Office (GB)

7,000

6,000
5,000
4,000
3,000
2,000
1,000
0 1990 1994 1996 m % 2008 2012
l H Capacity (GB) 1 12 70 120 522 5,000 6,000

= e wal
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7/30/2013

10



Trends in Alternative and Ultra-low

Power Applications

Powered by you

Tnerhuet

These applications and many more like them
% are improving economic and social efficiency.

City: Parking, Streetiine Nefworks

Slide courtesy of Mark
Noworolski, Streetline Networks

What can we expect for region loads:
Forecast for Enterprise and Mid-tier Data Centers

Figure C-21: Projected Load (MW) from Custom Data Centers

A
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~+Low Case <#=Price-Effect -+ High Case|
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For Council’s 6t power plan, forecast was
for between 350-700 MWa growth for large
data centers.

If efficiency is not incorporated in the data
centers, loads can go significantly higher.
Potentially as large as the past Aluminum
industry in the region with loads in excess
~2500 MWa. Or over half the current
industrial sales.

During development of the Seventh Power
Plan we will be updating these forecast.

Preliminary indications suggest _ Northwest
IWET and |
higher loads than 6t plan. Conservation

Council

7/30/2013
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Facebook has built solar array next
to its new data center in Prineville,
Oregon

Northwet
Pineey aml
A e

What Powers Data Centers?

U !onventlona| En! Electrlc Ut|||ty

* Small amounts from other sources

*On site solar & wind

*Off site renewable purchases
eCombined Heat & Power
*Waste heat recovery
*Backup Generators

*Battery
Petroleum & Energy  Biomass
Pet Coke Efficiency 1% Coal

16%

0% Geothermal

0%

Wind

4% 4%

Natural Gas
11%

Hydro
46%
Last updated:
February3;
2012

23

40%

Running out of power in a major
concern for the data center managers

e —

35%

30%

25%

20%

15%

10%

i n
0% \ \ \ |

Power

i
e wal
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Compute
Capacity is
not
constrained

Cooling Floor space  Other

24
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What About Energy Efficiency?

= High awareness of energy use & cost in IT industry
— Large data centers pay the bill

— The Green Grid: An IT industry consortium focused
on resource efficiency (175 members)

— IT equipment manufacturers engaged
= Little awareness in smaller embedded data centers

= Utility Programs address both large and small data
centers

= USDOE initiatives
= Federal efficiency standards for some equipment
= Energy Star specifications for some IT equipment

1 Finary 3l
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IT Sector Efficiency Potential in
the Sixth Power Plan

= No potential in large data center facilities
— Large facilities have built-in EE incentives
— In 2009 no utility programs for large facilities
— Put efficiency improvements in forecast
— Likely change assumption for Seventh Plan

= Significant potential in small facilities

— Server rooms & closets in embedded in
commercial buildings

— Server virtualization (88 average megawatts)
— Likely expand measures list in Seventh Plan

i
= e wal
Coraervarvn 26
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Where is the EE Potential in
Facilities?

Efficient HVAC Equipment
Efficient Uninterruptib
Power Supply

Efficient AC to DC conversion sEfficient Lighting

le

Equipment

«Efficient Power Distribution

g *Server load management &
optimization

«Efficient servers & switches]

|

_______ A *Air flow management and cooling
UPS = Unin strategies in server rooms

]

27

Integrate form & function

e Equipment selection, reliability,
sizing

e Cooling choices: Direct liquid
cooling, ambient air cooling,
chillers, avoid need for cooling

¢ Air flow management

e Power supply, distribution &
conversion design

7/30/2013
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Efficiency Opportunities:

Ogerations

Optimization strategies

e Tuning air-flow, cooling & humidity
systems

e Server optimization, utilization,
management

e Network speed switching to reduce

=8 transmission energy
=l * Benchmarking & metrics (PUE, DCE,
@l ERER, RCI, RTI)

Northwest
Finacy ared
AR e 29

Efficiency Opportunities:

Servers & Storage

Efficient Servers

e|nternal cooling & processors
eThrottle down during idle
oE-Star Servers ~30% savings

eConsolidating IT system
redundancies

eVirtualization
eEfficient Storage; thin provisioning

15
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e Controls

Undtfor Impedince

¢ Air Flow Management
¢ Hot & cold aisle separation
e Supply & return configuration
‘ ¢ Volume & rate control

Efficiency Opportunities:

Cooling & Ventilation

Cooling & Ventilation Systems

e Temperature set points & humidity control
e Chilling systems
e Evaporative, ambient, thermal storage,
direct liquid cooling

Efficiency Opportunities:

Power Convers

AC Voltage Conversions

Battery/Charger

Rectifler i
=Supply at 480 volt AC

ACDC Multl Output PS

—Server processors at 3-12 volt DC
—Many voltages in between
—Minimize conversion losses
—Improve part-load performance

=UPS & PDU systems can be also be optimized

R
"Coraerarion

ion

_____________________________________ : voltage Regulator Modules

32

7/30/2013

16



7/30/2013

Some Examples of Utility Program
Savin gs
16 =Finding about 10% savings over baseline
=*Most common:
14 =High efficiency HVAC
12 =High efficiency UPS
10 *|t does not take many projects to
. § 8 generate savings. Energy Trust of Oregon
T3 estimates an annual load reduction of 30
6 million kWh per year from 5 projects.
4
2 *Savings coming from small, localized,
mid-tier and enterprise data centers.
0 -7 .\ . T l l T T T
T ANMO T WO O QO 8 N~ g £ E R f .I.t-
58 8B88CCLge® Xisting facilities
S S88 588328 8| =Decommissioning outdated equipment
Aiaaoa n% 09_ ne_ o n% 05: =Virtualization consolidate/run servers at
; higher capacity factor
I-.|andful of projects from ETO =Measuring and reporting on
%; performance on the IT and facility side33

Decommissioning inefficient servers

IS a good first steE

= According to industry estimates, around 20
percent of servers in data centers today are
obsolete, outdated or unused.

Decommissioning one rack unit (1U) of servers
can resultin a:

= Savings of $500 per year in energy costs,
= An additional $500 in operating system licenses
= And $1,500 in hardware maintenance costs.

i
= e wal
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Another opportunity for efficiency is to
“Follow the Moon”

Increasingly data centers need greater level of reliability

and security for their services. Replication of systems can occur

= across servers in a same location or across the world.
A e : : e
Following-the-moon allows for reduced cooling energy requirement.

Data Center and Efficiency

= Data Centers infustructure enables
displacement of less efficient economic
activities.

= Data Center efficiency is increasingly
becoming the top concern for IT and facility
managers.

= About 60% of the data center mangers
indicated that they have already analyzed
efficiency or are currently analyzing efficiency
in their facilities.

Mokt
Finser wal

)
A e 3
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Grid Support Services

= Microgrid applications
— Backup generation and local integration of
renewables

— Automated decoupling

= Ancillary Services
— Increase and decrease load for balancing
— Move load based on grid congestion

= Data centers can be extremely flexible
loads given sufficient incentive

1 Finary 3l
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In summary

= Connected load for data centers is in the hundreds of MWs in the PNW and
growing fast

= Data Centers are enabling the economy and society to increase their efficiency
= Technology and industry structure change rapidly
= Forecasting data center loads has high uncertainty

= Unknowable future presents significant risks & opportunities for the electric
utility industry

= Many sources of low-cost efficiency measures
= Mixed motivation to pursue efficiency
= Efficient facilities will reduce utility uncertainty

= Partnerships between data center operators, designers, trade associations and
utilities could provide valuable synergies

= Council needs help from utilities and IT industry to keep up to speed on this fast
growing sector

i
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